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Gas turbines – prefilm atomizers
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liquid injection
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x = 25mminlet
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Figure 1. (a) typical gas turbine pre-film atomizer, (b) experimental atomizer 

Table 1. Liquid physical properties 

liquid 
density, Ul 

[kg/m³] 

dynamic 
viscosity, Pl 

[kg/m·s] 

kinematic 
viscosity, Ql 

[m²/s] 

surface 
tension, V 

[kg/s²] 
50% propanediol-50% water (v/v) 1004.3 0.00627 6.25x10-6 0.0454 

Shellsol D100 797.0 0.00255 3.20x10-6 0.0380 
Shellsol D70 792.0 0.00156 1.97x10-6 0.0260 
Shellsol D40 780.0 0.00089 1.14x10-6 0.0250 

Shadowgraphy 
The disintegration of the liquid was analyzed by means of background illumination technique, using the opt-

ical setup shown in Figure 2.  A dual cavity Nd:YAG pulse laser provided short time, high power back light il-
lumination.  The beam profile was broadened by an expansion lens and homogenized in intensity by means of a 
diffuser disc.  Due to interference effects, laser speckles were generated at the diffuser which had the potential to 
reduce image quality.  To overcome this phenomenon, a cuvette containing laser dye was inserted into the opti-
cal path.  It absorbed the coherent laser light and emitted incoherent light of a different wavelength [7].  Single 
frame shadowgraph images where recorded with a PIV camera in the xz-plane of the pre-filming surface.  The 
image size was 15.2 mm in the z-direction and 7 mm in the y-direction.  Examples are shown in Figure 3. 

The shadowgraphic images were analyzed using the MATLAB® image processing code discussed in [6].  A 
contouring algorithm performed a thresholding of the pixel array intensities with sub pixel accuracy, and all visi-
ble particle outlines were represented by a closed polygon.  Open polygons represented particles at the borders of 
the image or the ligament structure at the atomizer edge and were removed for the analysis (Figure 3).  With this 
it was possible to determine the droplet sizes, positions, and counts as well as the ligament sizes and positions.  
Furthermore, unlike PDA measurements it was possible to estimate the diameter of non-spherical droplets, 
which is a great advantage especially in the primary atomization region near the atomizer edge. 

A comparison of the MATLAB® code to commercially available shadow sizing codes can be found in [8]. 

PIV
Camera

cuevette
with dye

diffuser
disc

expansion
lens

dual
Nd:YAG

laser

measurement
volume 587 nm 532 nm

 
Figure 2. Optical setup for shadowgraphic images 

Gepperth et al. (2012)
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Figure 8. Comparison between 

predictions of Dombrowski [5] and 
downstream measurements for 
Shellsol D70 at V/b = 25 mm2/s 

For all conditions considered here Reinlet < 5x105such that lami-
nar boundary layer development can be assumed, and from the anal-
ysis of Blasius [14] 

3.012

Re

G
 

inlet inletx
. (1) 

Using Eq. (1) it can be shown that WeG(Ul/Ug) >> 1 for all test 
conditions.  Therefore, based on the analysis presented in [13] the 
initial wave frequency can be approximated by f ≈ (uc/G)(Ug/Ul)

1/2 
where uc is the initial wave convection velocity approximated by 
uc ≈ ūg(Ug/Ul)

1/2.  Combining this with Eq. (1) yields: 

0.331 Re
U
U

§ ·
| ¨ ¸

© ¹

g g
inlet

inlet l

u
f

x
. (2) 

If it is assumed that all initial waves accelerate downstream at an 
equal rate, then Eq. (2) can be used to estimate the frequency of 
waves reaching the atomizing edge.  By further assuming that one 
spanwise ligament forms from each wave, Eq. (2) can also be used to 
predict the atomization frequency. 

Figure 10(a) compares the measured frequency from the high speed videos to that predicted by Eq. (2).  The 
solid black line represents the best fit between measurements and prediction.  From this it can be concluded that 
Eq. (2) should be multiplied by a constant 1.45 to account for non-linear effects which cannot be predicted by the 
linear stability analysis used here.  Once this is done reasonable agreement is achieved between theory and expe-
riment. 

Ligament formation and breakup 
Assuming the spanwise ligaments are initially cylindrical, mass conservation yields: SDlig

2/4 = (V/b)/f.  Be-
cause aerodynamic forces are negligible in the parallel direction, it is reasonable to assume these cylinders brea-
kup due to capillary instabilities.  For this case, Rayleigh’s analysis predicts the most unstable wavelength, 
Olig = 4.508Dlig [15].  Combining this with Eq. (2) including the 1.45 factor yields: 

� �
1

2
1

47.342 Re
U

O
U

�§ ·
| ¨ ¸¨ ¸

© ¹

inlet l
lig inlet

g g

V b x
u

. (3) 

Figure 10(b) compares the observed breakup wavelengths with those predicted by Eq. (3).  The solid black 
line represents the best fit between measurements and prediction.  On average the agreement between experi-
ment and theory is quite good and practically no correction is needed.  It is supposed that the large scatter in the 
data is due to measurement uncertainties, and improved measurement techniques are needed to reduce this un-
certainty. 

DdOlig

atomizing edge
1mm

lig

ligament 
formation

Rayleigh 
breakup

bag 
breakup

(a) 

bag 

ligament 
formation Rayleigh 

breakupb

film 
flow

breakup
Olig Dd

Dlig

f

(b) 
Figure 9. Atomization model: (a) typical experimental observations and (b) proposed model 
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Gas turbines - increase in pressure ratio

Jane’s Aeroengines (1998)

•  OPR is rising!

•  Switching super- /
subcritical during climb

•  Critical phase in take-off 
not designed with focus on 
transcritical injection

pcr of kerosene 
~20 bar

6!0. Introduction 
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Diesel injection – n-Dodecane – N2

12th ICLASS 2012 Effects of Pressure on the Physics of Fuel Injection in Diesel Engines

Figure 5: Envelope of mixture states predicted as a function of mixture fraction.

Figure 6: Visualization of liquid n-dodecane jets injected at reference conditions where the ambient gas is p1 =
29 bar, T1 = 440 K and p2 = 60 bar, T2 = 900 K. At low temperatures there is evidence of drops and ligaments.
At high temperatures there is no evidence of drops or ligaments.

engine. The critical pressure and temperature of n-dodecane are pc = 18.2 bar and Tc = 658 K, respectively. The
experiments were aimed at imaging the structure of n-dodecane jets using long-distance microscopy. We focus on
two particularly relevant reference conditions where the ambient gas is p1 = 29 bar, T1 = 440 K and p2 = 60 bar,
T2 = 900 K. The goal was to maintain constant ambient density conditions at ⇢ = 22.8 kg/m3 while at the same
time injecting the liquid at supercritical pressure in both cases. By preserving the ambient density, similar jet
penetration and gas-liquid interaction forces are maintained and thus the effects of pressure, temperature, and the
resultant multicomponent property variations on phase transitions are isolated.

Using the two reference conditions described above for n-dodecane, we repeated the LES analysis performed
for the baseline n-heptane case and obtained trends similar to those shown in Fig. 5. We then directed our attention
to the imaging experiments to gain further insights. Figure 6 compares the development of the liquid fuel structure
at the two reference conditions. Sequences of images at the end of injection are shown when the velocity of the
injected fuel approaches zero. This results in much less aerodynamic drag. Despite imperfect optical resolution,
the low-temperature sequence clearly shows that individual ligaments still exist, which is evidence that surface
tension forces still exist. Conversely, the high-temperature sequence appears to show a quite different process
with no evidence of drops or ligaments. To explain this, we then developed a comprehensive theoretical model
by combining the mixing line shown in Fig. 5 with VLE theory, which in turn provides the boundary conditions
required for the LG model.

5

At supercritical conditions, (pcr  = 1.8 MPa, 
Tcr = 658 K) surface tension and mixing 
dominated injection is observed

Oefelein et al. (2012), Dahms et al. (2013), 
Manin et al. (2014)

7!0. Introduction 
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Outline

I.  Thermodynamics

II.  Transcritical injection

III. Combustion

IV. Transcritical atomization

V.  Open Challenges / Summary

8!
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I. What is a supercritical fluid?
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Fluid behavior can be described as a surface in pvT

Tcr

pcr
liquid

gas

Tcr

pcr
liquid

gas

expertbeacon.com

10!I. Thermodynamics 
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Nomenclature

No consensus on naming

•  Supercritical 
•  B: Oschwald, Candel, etc.
•  A, B, gas: Bellan
•  Gas, B: Tucker, Younglove

•  A
•  Transcritical 
•  Compressed liquid
•  Compressible liquid
•  SupercriticalTcr

pcr
liquid

gas

A B

11!I. Thermodynamics 

critical point
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Different supercritical fluids

“Recently”:

•  Liquid-like (LL) and gas-like 
(GL) supercritical fluids (Nishikawa 
& Tanaka 1995, Gorelli et al. 2006)

•  Divided by “ridge”, characterized by 
peaks in isothermal compressibility 
and heat capacity (‘pseudoboiling 
line’ Oschwald et al. 2006)

•  Doesn’t make naming easier!Tcr

pcr
liquid

gas

A
GL

LL

12!I. Thermodynamics 
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Molecular structure of state diagram

Molecular dynamics courtesy of Muralikrishna Raju

A
GL

LL

Tcr

pcr
liquid

gas

liquid, A, LL:

gas, GL:

Molecular dynamics computations reveal the 
similarities and differences between the states

13!I. Thermodynamics 
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Molecular structure of state diagram

•  Supercritical fluids are liquid, 
gaseous, or transitional

•  There is no qualitative difference 
between a) the liquid states, and b) 
the gaseous states, regardless of 
pressure

•  Transition is marked with 
Nishikawa-Widom / pseudoboiling 
line

•  Peaks in heat capacityTcr

pcr
liquid

gas

Nishikawa- 
Widom 

line 

14!I. Thermodynamics 
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Vaporization and pseudoboiling

Tsat

Vaporization
is a first order 
phase transition 
from liquid to 
gaseous states at 
Tsat

15!I. Thermodynamics 
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Vaporization and pseudoboiling

Tsat

Vaporization
is a first order 
phase transition 
from liquid to 
gaseous states at 
Tsat
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Vaporization and pseudoboiling

Vaporization
is a first order 
phase transition 
from liquid to 
gaseous states at 
Tsat

Pseudoboiling 
is a higher order 
phase transition 
from liquid-like to 
gas-like supercritical 
states around Tpb

Tsat

17!I. Thermodynamics 
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Vaporization and pseudoboiling

Banuti (2015)
Tsat Tpb

Vaporization
is a first order 
phase transition 
from liquid to 
gaseous states at 
Tsat

Pseudoboiling 
is a higher order 
phase transition 
from liquid-like to 
gas-like supercritical 
states around Tpb

18!I. Thermodynamics 
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Energy budget during pseudoboiling

•  Pseudoboiling temperature 
Tpb at maximum cp

Banuti (2015)
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Energy budget during pseudoboiling

•  Pseudoboiling temperature 
Tpb at maximum cp

•  Transition occurs over 
finite T interval

Banuti (2015)
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Energy budget during pseudoboiling

•  Pseudoboiling temperature 
Tpb at maximum cp

•  Transition occurs over 
finite T interval

•  Added heat leads to 
•  Increase in temperature

liquid
heating

Banuti (2015)
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Energy budget during pseudoboiling

•  Pseudoboiling temperature 
Tpb at maximum cp

•  Transition occurs over 
finite T interval

•  Added heat leads to 
•  Increase in temperature
•  Overcoming inter-
molecular forces

A latent heat needs to 
be overcome at 
supercritical pressures!

liquid
heating

intermolecular
forces

Banuti (2015)
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Where does pseudoboiling occur? 

•  Pseudoboiling points (cp max) can be added to p T diagram
•  Line up nicely in log-linear plot

Banuti (2015)
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Where does pseudoboiling occur? 

•  Pseudoboiling points (cp max) can be added to p T diagram
•  Line up nicely in log-linear plot – for number of fluids!

Banuti (2015)
24!I. Thermodynamics 
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What is the difference between a real and an ideal gas?

p =
RT

v
real

ideal

25!I. Thermodynamics 
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What is the difference between a real and an ideal gas?

p =
RT

v
real

ideal
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Real fluid equations of state

p =
RT

v � b
� a

v2

p =
RT

v � b
� ↵(T )

v2 + 2vb� b2

van der Waals

Peng-Robinson

virial p =
RT

v

✓
1 +

B1

v
+

B2

v2
+ ...

◆

Reid / Prausnitz / Poling
27!I. Thermodynamics 
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Critical point and corresponding states

⇣
@2p
@v2

⌘

T,cr
= 0

⇣
@p
@v

⌘

T,cr
= 0

Critical point: 

Pfennig (2003)

pr =
p

pcr
Tr =

T

Tcr
vr =

v

vcr

Corresponding 
States Principle:
Fluid pvT behavior 
collapses when 
nondimensionalized 
with the critical 
values

pr =
p

pcr

vr =
v

vcr
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Isothermal compression

liquid: critical: ideal gas:

http://www.china-ec21.com

⇣
@p
@v

⌘

T
= �p

v

⇣
@p
@v

⌘

T
⇡ 0

⇣
@p
@v

⌘

T
<< �1

A fluid at near critical conditions does not build up 
pressure when compressed isothermally!

large 
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Species critical points

30!I. Thermodynamics 
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Real gas behavior in the phase plane

Banuti et al. (CnF 2016)

•  Ideal gas at 
supercritical p

•  Ideal gas only at 
higher T

•  Vapor is not an 
ideal gas (except at 
very low pr)

•  E.g. 30% p error at 
pr=0.5 (e.g. 10 bar 
dodecane)

Data from NIST

Compressibility factor

ideal gas
Z~1 

real gas

Z =
p

⇢RT
=

preal
pideal

31!I. Thermodynamics 
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The real fluid phase plane

Tcr

pcr
liquid vapor

3pcr

ideal
gas

2Tcr

•  Phase plane can be divided into 
liquids and gases

•  Ideal gases for 
•  T>2Tcr

•  p<3pcr

•  Pseudoboiling is supercritical 
phase transition from liquid to 
gas, with distributed latent heat

•  Smooth transitions at p>3pcr

Nishikawa- 
Widom 

line 
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 Mayer et al. (2003)

33!

“Does a supercritical spray 
exist, and if so, what is it?”

Bellan (2000)

I. Thermodynamics
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Key differences of high pressure break-up

MAYER ET AL. 839

Fig. 7 Coaxial LN2/GHe injection at a) 1.0 and b) 6.0 MPa.

Fig. 8 LN2 injection into GN2 at a) 4.0, b) 3.0, and c) 2.0 MPa.

Subscale Studies
Subscale cold-èow studies with smaller injector dimensions

than in actual applications have been performed to further re-
duce optical distortions and better resolve the details of the
èuid interfaces.5 Experimental results for subscale round LN2

jets injected into GHe/GN2 mixtures are shown in Fig. 9 at
various pressures for an injector diameter of 0.25 mm, a LN2

temperature of 90 K, a chamber temperature of 250 K, and an
injection velocity of 1.3 m/s. In Fig. 9 the horizontal rows
(1)– (3) correspond to different axial locations in this égure,
whereas the vertical columns (9a– 9d) correspond to different
experimental conditions. Shadowgraph images of LN2 jets into
pure GN2 are shown in Figs. 9a– c, for subcritical (Fig. 9a),
near critical (Fig. 9b), and supercritical (Fig. 9c) pressures. The
effect of pressure (and thus èuid state) on mixing is quite

drastic, with jets in Figs. 9b and 9c exhibiting a laminar liquid-
like appearance near the oriéce and a turbulent gas-like ap-
pearance farther downstream. A small sheet of èuid can be
seen emanating from the side of the jet in Fig. 9b (row 1) and
9c (row 1) as a result of a small imperfection in the oriéce,
but the sheet is not present in Fig. 9a (row 1). Surface tension
is evidently large enough to prevent the formation of this sheet
at the subcritical pressures in Fig. 9a (row 1), whereas it is not
sufécient to do so at the near- and supercritical pressures Figs.
9b (row 1) and 9c (row 1). This is despite the fact that density
gradients at the interface in Fig. 9b (row 1) and Fig. 9c (row
1) remain large enough to cause a liquid-like appearance. For
Fig. 9d, the pressure was kept at twice the critical pressure of
pure N2, as in Fig. 9c, but He was added to the ambient in 9d
to a GN2/GHe ratio of 3.9 by mass. Liquid-like structures ex-
hibiting evidence of surface tension are shown to be recovered
because of the mixture effects involved in adding He.

Figure 10 depicts another series of shadowgraph images of
LN2 jets injected this time into GHe at chamber pressures of
5.5, 6.9, and 8.3 MPa. The jet velocity was 1.7 m/s, the LN2

temperature was 83 K, and the chamber temperature was 292
K. In Fig. 10b, surface tension apparently still dominates the
jet breakup dynamics. After initial jet breakup, no spherical
structures are formed. Unsteady aerodynamic forces cause
many irregular shapes as interfacial tension is too weak to
reshape the èuid into spheres. Figure 10c reveals a marked
change in the nature of the jet structure. Although what appear
to be interfacial features continue to be observed, any remnants
of surface tension playing a role in the jet disintegration appear
to have vanished. Injection under these latter conditions is
seemingly more characteristic of a turbulent, viscous gas jet.
Jet structure is characterized by wispy structures barely, if at
all, retained by interfacial forces. Thin threads of èuid, undis-
turbed by surface tension forces, are able to connect larger
blobs until aerodynamic forces perturb them. Consistently, no
structures suggestive of surface discontinuities are observed
downstream of position 2, indicating an advanced state of mix-
ing, though not necessarily complete. Surface tension appar-
ently ceases to be important in the jet disintegration process
somewhere between 5.5 and 6.9 MPa (1.6– 2.1 times the crit-
ical pressure of pure N2), for the particular conditions of this
N2/He system, as witnessed in the upper part of the jet. How-
ever, one might question why the LN2 jet in Fig. 9d, injected
into the N2/He mixture at 6.9 MPa, exhibits jet behavior in-
dicative of a subcritical liquid state, whereas the jet in Fig. 10b
in pure He at the same pressure exhibits behavior indicative
of a supercritical state. The answer is probably related to the
relatively small differences in jet and ambient temperatures
and jet velocities. Figure 11 depicts a LN2 jet injected into He
at the low-pressure end of this transition range, 5.5 MPa. Jet
and ambient conditions are the same as in Fig. 10b. In this
sequence of images recorded at identical injection conditions,
an oscillation between gas-like and liquid-like jet behavior can
be seen. These examples illustrate that under certain conditions
the nature of the jet breakup process can be extremely sensitive
to small perturbations in pressure, temperature, local mixture
concentrations, and initial jet conditions. In application, the
oscillation in the jet breakup behavior could lead to local pro-
pellant mixture ratio oscillations and conceivably unstable
combustion behavior.

Single Droplet Studies
Single droplet processes provide even more opportunity to

clearly visualize simple èows and are themselves important
processes in combustion. Studies of single cryogenic droplets
at high pressures have been undertaken under both subcriti-
cal9,10 and transcritical conditions. The transcritical results are
reported herein for the érst time.

High-Pressure Subcritical Droplet Studies
Breakup regimes of subcritical cryogenic LOX droplets sub-

ject to aerodynamic shear forces were investigated for various
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MAYER ET AL. 839

Fig. 7 Coaxial LN2/GHe injection at a) 1.0 and b) 6.0 MPa.

Fig. 8 LN2 injection into GN2 at a) 4.0, b) 3.0, and c) 2.0 MPa.

Subscale Studies
Subscale cold-èow studies with smaller injector dimensions

than in actual applications have been performed to further re-
duce optical distortions and better resolve the details of the
èuid interfaces.5 Experimental results for subscale round LN2

jets injected into GHe/GN2 mixtures are shown in Fig. 9 at
various pressures for an injector diameter of 0.25 mm, a LN2

temperature of 90 K, a chamber temperature of 250 K, and an
injection velocity of 1.3 m/s. In Fig. 9 the horizontal rows
(1)– (3) correspond to different axial locations in this égure,
whereas the vertical columns (9a– 9d) correspond to different
experimental conditions. Shadowgraph images of LN2 jets into
pure GN2 are shown in Figs. 9a– c, for subcritical (Fig. 9a),
near critical (Fig. 9b), and supercritical (Fig. 9c) pressures. The
effect of pressure (and thus èuid state) on mixing is quite

drastic, with jets in Figs. 9b and 9c exhibiting a laminar liquid-
like appearance near the oriéce and a turbulent gas-like ap-
pearance farther downstream. A small sheet of èuid can be
seen emanating from the side of the jet in Fig. 9b (row 1) and
9c (row 1) as a result of a small imperfection in the oriéce,
but the sheet is not present in Fig. 9a (row 1). Surface tension
is evidently large enough to prevent the formation of this sheet
at the subcritical pressures in Fig. 9a (row 1), whereas it is not
sufécient to do so at the near- and supercritical pressures Figs.
9b (row 1) and 9c (row 1). This is despite the fact that density
gradients at the interface in Fig. 9b (row 1) and Fig. 9c (row
1) remain large enough to cause a liquid-like appearance. For
Fig. 9d, the pressure was kept at twice the critical pressure of
pure N2, as in Fig. 9c, but He was added to the ambient in 9d
to a GN2/GHe ratio of 3.9 by mass. Liquid-like structures ex-
hibiting evidence of surface tension are shown to be recovered
because of the mixture effects involved in adding He.

Figure 10 depicts another series of shadowgraph images of
LN2 jets injected this time into GHe at chamber pressures of
5.5, 6.9, and 8.3 MPa. The jet velocity was 1.7 m/s, the LN2

temperature was 83 K, and the chamber temperature was 292
K. In Fig. 10b, surface tension apparently still dominates the
jet breakup dynamics. After initial jet breakup, no spherical
structures are formed. Unsteady aerodynamic forces cause
many irregular shapes as interfacial tension is too weak to
reshape the èuid into spheres. Figure 10c reveals a marked
change in the nature of the jet structure. Although what appear
to be interfacial features continue to be observed, any remnants
of surface tension playing a role in the jet disintegration appear
to have vanished. Injection under these latter conditions is
seemingly more characteristic of a turbulent, viscous gas jet.
Jet structure is characterized by wispy structures barely, if at
all, retained by interfacial forces. Thin threads of èuid, undis-
turbed by surface tension forces, are able to connect larger
blobs until aerodynamic forces perturb them. Consistently, no
structures suggestive of surface discontinuities are observed
downstream of position 2, indicating an advanced state of mix-
ing, though not necessarily complete. Surface tension appar-
ently ceases to be important in the jet disintegration process
somewhere between 5.5 and 6.9 MPa (1.6– 2.1 times the crit-
ical pressure of pure N2), for the particular conditions of this
N2/He system, as witnessed in the upper part of the jet. How-
ever, one might question why the LN2 jet in Fig. 9d, injected
into the N2/He mixture at 6.9 MPa, exhibits jet behavior in-
dicative of a subcritical liquid state, whereas the jet in Fig. 10b
in pure He at the same pressure exhibits behavior indicative
of a supercritical state. The answer is probably related to the
relatively small differences in jet and ambient temperatures
and jet velocities. Figure 11 depicts a LN2 jet injected into He
at the low-pressure end of this transition range, 5.5 MPa. Jet
and ambient conditions are the same as in Fig. 10b. In this
sequence of images recorded at identical injection conditions,
an oscillation between gas-like and liquid-like jet behavior can
be seen. These examples illustrate that under certain conditions
the nature of the jet breakup process can be extremely sensitive
to small perturbations in pressure, temperature, local mixture
concentrations, and initial jet conditions. In application, the
oscillation in the jet breakup behavior could lead to local pro-
pellant mixture ratio oscillations and conceivably unstable
combustion behavior.

Single Droplet Studies
Single droplet processes provide even more opportunity to

clearly visualize simple èows and are themselves important
processes in combustion. Studies of single cryogenic droplets
at high pressures have been undertaken under both subcriti-
cal9,10 and transcritical conditions. The transcritical results are
reported herein for the érst time.

High-Pressure Subcritical Droplet Studies
Breakup regimes of subcritical cryogenic LOX droplets sub-

ject to aerodynamic shear forces were investigated for various
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Mayer et al. (1998)

Subcritical pressure
•  Classical atomization
•  Instabilities grow, ligaments 

and droplets detach

Supercritical pressure
•  Vanishing surface tension
•  Mixing-like disintegration

34!II. Transcritical Injection 
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Injection processes
2.3 Thermodynamic Classification of Injection

Figure 2.7: Visualizations of injection regimes from Fig. 2.6(b). Conditions in
Tab. 2.1. A and B modified from Chehroudi et al. [34], C modified
from Lamanna et al. [85], D from Branam and Mayer [23], E modified
from Stotz et al. [154].

Type Tr,in pr,in Tr,1 pr,1 Jet Chamber
A 0.71-0.87 º0.23 2.38 0.23 N2 N2
B 0.71-0.87 º1.23 2.38 1.23 N2 N2
C 0.95 6.59 1.9 0.02 C6H14 Ar
D 1.05 º1.77 2.36 1.77 N2 N2
E 1.09 6.59 1.9 0.16 C6H14 Ar

Table 2.1: Conditions of visualizations in Fig. 2.7. Reduced values with respect to
injected pure fluid.6

from the previous cases, showing a high pressure jet expanding in a lower
pressure environment. Similar results have been found for ideal gas ex-
pansion into vacuum: Ashkenas and Sherman [8] were able to theoretically
analyze what Muntz [113] saw in his electron beam experiments, shown in
Fig. 2.8.

6Cases A, B, and D are pure fluid cases, i.e. the pure fluid critical pressure is the effective crit-
ical pressure. While C and E technically comprise a mixture, the jet expands at supersonic
velocity into the low pressure environment, mixing does not take place in the near-injector
region. Figure 2.8 shows the same topology for an ideal gas case. It appears, this is not a
real gas phenomenon but instead caused by the large pressure ratio.

31

2 Injection Phenomena

liquid, transcritical-liquid injection. As injectant and environment are thus
very similar in their thermodynamic nature, a classification with regards to
the thermodynamic states does not appear beneficial and is not pursued.

(a) Fluid states.

T

p

pcr

Tcr 

B

A

C E

D

(b) Injection processes in p-
T diagram.

Figure 2.6: States and processes in generic p°T diagram, coexistence line between
triple point (TP) and critical point (CP).

Figure 2.6 shows that the relation of the state to the critical point is essen-
tial. It is thus beneficial to express the state in terms of the critical values.
State variables that are thus made dimensionless by the respective fluid
critical variable are called reduced values, denoted by a subscript r:

pr = p
pcr

, (2.32)

Tr = T
Tcr

, (2.33)

Ωr = Ω

Ωcr
, (2.34)

vr = v
vcr

. (2.35)

Whether this classification is physically reasonable can be evaluated best
when comparing exemplary injection visualizations. Figure 2.7 compiles
shadowgraphs for each of the processes A to E from Fig. 2.6(b), conditions
are shown in Tab. 2.1.

It appears that from the five cases visualized in Fig. 2.7, three groups can
be distinguished: Case (A) is the classical liquid jet with a distinct surface.
Cases (B) and (D) are similar but, lacking surface tension, exhibit a more
convoluted and fuzzy interface. Cases (C) and (E) are remarkably different

30

Banuti, Dissertation, 2015
(A), (B): Chehroudi; (C) Lamanna; (D) Branam; (E) Stotz

(A)  Subcritical injection
(B)  Transcritical injection
(C)  Near critical flashing
(D)  Supercritical injection

(E)  High pressure ratio expansion
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Boundary of a transcritical jet3 Modeling and Behavior of Real Fluids

(a) Contour of density gradient, black is maximum, grey is the mini-
mum value. Isosurface (red) of arithmetic mean of injected and sur-
rounding density, from Jarczyk [70].

(b) Density gradient, from Jarczyk [70]. Black is maximum, grey is the
minimum value.

(c) Isobaric specific heat capacity, from Jarczyk [70]. Red is maximum,
blue is the minimum value.

(d) Superposition of specific heat capacity and density gradient plots,
Figs. 3.12(c) and 3.12(b). Modified, from Jarczyk [70].

Figure 3.12: Snapshots of cryogenic pure fluid injection, Jarczyk [70]. N2 at 126.9 K
injected into N2 at 298 K, chamber pressure is 3.97 MPa.
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Pseudoboiling provides a 
physical jet boundary 
criterion

•  Highest density 
gradient

•  Local identification 
via temperature!
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LES from Jarczyk Diss (2013)

isosurface: arithmetic mean of density 

density gradient

heat capacity – pseudoboiling!
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Coaxial injection LN2/GN2

Davis & Chehroudi (2004)

pr = 0.4

pr = 1.03

Gaseous co-flow velocity

•  Increase in co-flow 
velocity shortens 
dense core (Davis and 
Chehroudi 2004)

LOX Post 

LOX 
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Coaxial injection LN2/GN2

Heat transfer

pr = 0.4

pr = 1.03

•  Transcritical jet is 
uniquely sensitive to 
injector heat transfer 

•  Enhances break-up

•  Acts like momentum 
flux ratio (Banuti and 
Hannemann AIAA 
2014-3571)

Gaseous co-flow velocity

LOX Post 

LOX 

Davis & Chehroudi (2004)
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Thermally induced jet disintegration  

Banuti & Hannemann, PoF (2016)

035103-2 D. T. Banuti and K. Hannemann Phys. Fluids 28, 035103 (2016)

FIG. 1. Dense core length in sub- and supercritical injections. (a) Subcritical classical break-up. (b) Supercritical mixing-like
disintegration.

it may be fundamental for combustion instabilities,6 and it is one of the few quantitative data actu-
ally measurable in high pressure injection systems. A number of correlations—experimental and
theoretical—are suggested for LC in the literature. Subscripts G for gaseous and L for liquid will be
used for the surroundings and the central flow, respectively. This is done to interpret the correlations
with respect to liquid injection applications. The liquid core length LC is made dimensionless with
the injector diameter D. For injection into stagnant environments

LC/D = const, (1)

LC/D = f
�
(⇢L/⇢G)1/2� (2)

are suggested.4,7–10

For cryogenic injection, these correlations have been determined in quasi-isobaric, laboratory
scale injection experiments pioneered at the Air Force Research Laboratory (AFRL) by Chehroudi
et al.,11 and the German Aerospace Center (DLR) in Lampoldshausen by Oschwald and Schik,12

Oschwald and Micci.13 Furthermore, Branam and Mayer14 carried out a series of experiments which
has become a canonical and mandatory test case for computational fluid dynamics (CFD) validation
with real gas thermodynamics: Cryogenic nitrogen at sub- or supercritical temperature and super-
critical pressure is injected into a chamber at supercritical pressure and ambient temperature. In
addition to shadowgraphs and temperature, the density of the jet in the chamber has been measured
quantitatively using Raman spectroscopy, yielding axial density profiles for a number of conditions.

These experiments have been simulated by numerous researchers (e.g., Kim et al.,15 Müller
et al.,16 Niedermeier et al.,17 Schmitt et al.,18,19 Hickey et al.,20 Cutrone et al.,21,22 Cheng and
Farmer,23 Jarczyk and Pfitzner,24 Terashima and Koshi,25 and Antunes et al.26). Exemplarily, two
sets of results are shown in Fig. 2; the left and right plots show results for what Mayer et al.27 refer
to as case 3 (p = 3.97 MPa, Tin = 126.9 K, uin = 4.9 m/s) and case 4 (p = 3.98 MPa, Tin = 137.0 K,
uin = 5.4 m/s), respectively. The Reynolds average Navier Stokes (RANS) solution is from Mayer
et al.,27 the large eddy simulation (LES) stems from a high fidelity computation by Schmitt et al.19

Agreement between the simulations and the experiment is generally good for case 3, Fig. 2(a).
For case 4, good agreement is found in the downstream part for X/D > 10, cf. Fig. 2(b). However,
a qualitative di↵erence between CFD on one hand and the experiment on the other hand is visible
immediately downstream of the injector: Instead of exhibiting a distinct dense core, as shown in
CFD, the measured density is found to drop right upon entering the chamber. Other researchers
who carried out CFD simulations of case 4 are Kim et al.,15 Müller,16 Niedermeier,17 Terashima
and Koshi,25 and Antunes et al.26 All found a constant density core for case 4. Thus, there exists a
systematic discrepancy between CFD results and experimental data.

The axial density distribution of case 4 is no outlier, either. Figure 3 shows a compilation of
all published axial density data of the campaign (Mayer et al.27). Density data are only available
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FIG. 17. Structure of thermal disintegration in supercritical injection. (a) Di↵erent thermodynamic zones in thermal
disintegration. (b) Definition of disintegration lengths for supercritical injection.

Necessarily, LL < LD < LT when heat is added, as the fluid successively undergoes the thermo-
dynamic state change illustrated in Fig. 8. Actual values will vary dependent on the fluid state and
the character of the heat transfer. The observed disintegration modes may be explained in terms of
this variation.

Figure 18(a) illustrates the dense core, as obtained experimentally in cases 3 and 7, being
consistent with classical mechanical break-up theory and obtained in simulations with adiabatic
injector walls. This pattern can be expected when heat transfer in the injector is not su�cient to
a↵ect the liquid-like core, i.e., LL = LC. A constant property pattern may also emerge when heat

FIG. 18. Structure of observed thermal disintegration modes. Regions with reference to Fig. 17(a): (l)iquidlike, (t)ransitional,
(g)aslike, (a)mbient. (a) Dense core. (b) Slope. (c) Plateau.
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Experimental results LOX/GH2 combustion

•  Mayer & Tamura 
(1996), Candel, 

•  Flame is anchored at 
LOX post

•  Flame separates LOX 
and GH2 streams

•  Practically impossible 
to quench at rocket 
conditions (Juniper et 
al. 2003)
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One fluid mixing model

5 Real Gas Extension of TAU

5.4 Multi-Fluid Mixing

Single fluid mixing (SFM) models have been discussed in Ch. 3.1.4. They
remain state of the art, see Tab. 5.2. A SFM model determines the properties
of a virtual pure fluid which is assumed to exhibit the mixture behavior. Its
properties are determined by evaluating the fluid coefficients a, b and the
specific volume v as a weighting factor in a single EOS. Fig. 5.2(a) illustrates
this.

Using a pure fluid real gas library, determining the mixture properties has to
be done differently. A dedicated EOS needs to be evaluated for each species,
the mixture properties are then computed afterwards, see Fig. 5.2(b). This
is called two-fluid mixing by Pfennig [128]. As it will be applied here for a s-
species mixture, the mixing model will be referred to as Multi-Fluid-Mixing
(MFM).

In summary, the difference is illustrated in Fig. 5.2(c).

(a) SFM model
flow chart.

(b) MFM model
flow chart.

Single Fluid Multi Flu

(c) Phenomenology: SFM
virtual pure fluid vs. MFM
heterogeneous mixture.

Figure 5.2: Single fluid mixing (SFM) vs. multi fluid mixing (MFM).

5.4.1 Mixture Rules for Coaxial Injection

A first set of mixture rules is devised for the targeted simulation of reactive
coaxial injection processes. These kinds of flows were discussed in Ch. 2.3.5.
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Oefelein and Yang (1998)
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Table 1 
Overview of CFD codes for real gas injection. Abbreviations: axi: 2D axisymmetric, 
2D: 2D planar, 3D: full 3D, k–ε: Reynolds averaged Navier–Stokes equations using 
a k–ε turbulence model, LES: large eddy simulation, DNS: direct numerical simula- 
tion, SEE: statistical Eulerian–Eulerian continuous spray, SEL: statistical Eulerian–

Lagrangian particle tracking, SEL ∗: statistical Eulerian-Lagrangian where particles 
are converted to continuum immediately after injection, IATE: interfacial area trans- 
port equation, BWR (t): Benedict–Webb–Rubin EOS used for transport coefficients, 
HBMS: Hirschfelder–Buehler–McGee–Sutton EOS, (m)PR: (modified) Peng–Robinson 
EOS, (m)SRK: (modified) Soave–Redlich–Kwong EOS, RK: Redlich Kwong EOS, iG: 
ideal gas EOS, ECS: extended corresponding states principle, vdW: van der Waals 
mixing rules, ideal: ideal mixing rules. 

Source Dims Turbulence Spray EOS Mixing 
[7,13,14] 2D/axi DNS/LES SEE/SEL BWR/SRK ECS 
[15–17] 2D/axi LES SEE/SEL BWR(t)/SRK ECS 
[30,31] axi k–ε SEE/SEL HBMS Ideal 
[10–12] 3D DNS SEE mPR vdW 
[32] axi k–ε SEL/IATE iG Ideal 
[33–36] axi k–ε SEL ∗ NIST/CEA Tabulated 
[37,38] axi k–ε SEE PR/iG vdW 
[24,25] axi k–ε SEE RK/PR Ideal/vdW 
[20–22] 3D LES SEE PR vdW 
[19] axi LES SEE PR vdW 
[39] axi k–ε SEE mSRK. PR vdW 
[18] 2D LES SEE PR vdW 
[23,40] 3D LES SEE PR vdW 
[41] 3D LES SEE Tabulated cubic vdW 

Fig. 1. Ideal and real gas behavior at 6 MPa. Real gas data have been taken from 
the NIST database [42] . 
[19] , Schmitt et al. [20–22] , Niedermayer et al. [23] , Poschner and 
Pfitzner [24,25] ): they typically employ a Peng–Robinson [26] or 
Soave–Redlich–Kwong [27] equation of state, which is evaluated 
during runtime using single fluid mixture rules (Ely and Hanley 
[28,29] ). 

At the core of real fluid modeling lies an appropriate real gas 
equation of state. Figure 1 shows the differences between real and 
ideal gas density at low temperatures and high pressure (6 MPa) 
for oxygen, nitrogen and hydrogen. A measure to distinguish real 
from ideal gas behavior is the compressibility or real gas factor Z , 
which may be interpreted as a nondimensional parameter relating 
the acting pressure to the pressure an ideal gas would exert at the 
given specific volume v (the reciprocal density ρ) and temperature 
T : 
Z = pv 

RT (1) 
For ideal gases, Z ≡ 1. In order to capture these real fluid effects, 
van der Waals [43] extended the ideal gas equation of state (EOS) 
by two new parameters a and b , accounting for intermolecular 

attractive forces and a finite molecular volume, respectively. The 
first simple yet accurate EOS was developed by Redlich and Kwong 
(RK) [44] . The main improvement over the van der Waals (vdW) 
equation was to turn the constant parameter a into a temperature 
dependent function a ( T ). Its successor, the Soave–Redlich–Kwong 
[27] EOS (SRK), is still widely used today. It additionally includes 
Pitzer’s acentric factor ω to account for nonspherical molecules. 
The Peng–Robinson (PR) EOS is similar in structure to the SRK 
equation but has been fitted particularly to match the compress- 
ibility factor Z at the critical point better [26] . It is shown here 
exemplarily because of its wide use, compare Table 1 . 
p = RT 

v − b − a 
v 2 + 2 bv − b 2 (2) 

with 
a = 0 . 457236 (RT cr ) 2 

p cr 
[ 

1 + m (1 − √ 
T r ) ] 2 (3) 

m = 0 . 3746 + 1 . 54226 ω − 0 . 26992 ω 2 (4) 
b = 0 . 077796 RT cr 

p cr . (5) 
Oefelein [14] summarizes that Peng–Robinson and the Soave–

Redlich–Kwong equations of state are similarly accurate; PR is to 
be preferred at supercritical pressures, SRK is better suited for sub- 
critical pressures. Walas [45, p. 71] finds the same for the simple 
fluid methane, but shows how both fail to predict water isotherms 
in a ρ − p diagram, except for densities less than half the criti- 
cal value. While being more accurate than either EOS over a wide 
range of pressures and temperatures and in near critical condi- 
tions, modifications of the Benedict–Webb–Rubin (BWR) [46] EOS 
have not found widespread use because of their high computa- 
tional cost (Oefelein et al. [14] ). Younglove [47] notes that the crit- 
ical region of a fluid is generally not describable using analytical 
functions. 

The thermal equation of state does not only determine fluid 
pvT properties, but also the deviation from ideal gas behavior of 
the caloric variables specific enthalpy h , specific internal energy e , 
specific heat capacities c p and c v , specific entropy s , and speed of 
sound a . These departure functions follow from fundamental ther- 
modynamic relations, see e.g. Reid et al. [8] . 2 These caloric prop- 
erties are much more sensitive to EOS quality than pvT behavior 
(Span and Wagner [48] ). Thus, accurately capturing c p is a very de- 
manding problem for an EOS. 

However, this is no reason in itself: Repeatedly, researchers 
have stressed the importance of a peak in c p for injection phenom- 
ena. Oschwald and Micci [49] and Mayer et al. [50] suggest that a 
longer liquid core length should be observed if the injected fluid 
has to pass through the peak to reach the chamber state. Zong 
and Yang [16] emphasize the “importance of thermophysical prop- 
erties in dictating the behavior of a supercritical fluid jet ”. They point 
out that cases which need to pass through the c p peak are slower 
to gain temperature along the centerline, while the density is ex- 
tremely sensitive to temperature at the same state. Oschwald et al. 
[4] and later Terashima and Koshi [51] found that the c p peak may 
explain wide constant temperature regions in cryogenic injection. 
Oschwald et al. call this process ‘pseudo boiling’. Lacaze and Oe- 
felein [52] emphasized that heat capacity must be accurately ac- 
counted for when modeling real fluid flames: Performing studies 
of counterflow diffusion flames, they attribute a significant shift in 
flame temperature structure to the combined effect of peak heat 
capacity and a minimum in the thermal diffusion coefficient which 
they dub ‘thermal barrier’. Lacaze and Oefelein suggest that this 

2 They are shown in Eqs. (25) –(30) . 
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Table 1 
Overview of CFD codes for real gas injection. Abbreviations: axi: 2D axisymmetric, 
2D: 2D planar, 3D: full 3D, k–ε: Reynolds averaged Navier–Stokes equations using 
a k–ε turbulence model, LES: large eddy simulation, DNS: direct numerical simula- 
tion, SEE: statistical Eulerian–Eulerian continuous spray, SEL: statistical Eulerian–

Lagrangian particle tracking, SEL ∗: statistical Eulerian-Lagrangian where particles 
are converted to continuum immediately after injection, IATE: interfacial area trans- 
port equation, BWR (t): Benedict–Webb–Rubin EOS used for transport coefficients, 
HBMS: Hirschfelder–Buehler–McGee–Sutton EOS, (m)PR: (modified) Peng–Robinson 
EOS, (m)SRK: (modified) Soave–Redlich–Kwong EOS, RK: Redlich Kwong EOS, iG: 
ideal gas EOS, ECS: extended corresponding states principle, vdW: van der Waals 
mixing rules, ideal: ideal mixing rules. 

Source Dims Turbulence Spray EOS Mixing 
[7,13,14] 2D/axi DNS/LES SEE/SEL BWR/SRK ECS 
[15–17] 2D/axi LES SEE/SEL BWR(t)/SRK ECS 
[30,31] axi k–ε SEE/SEL HBMS Ideal 
[10–12] 3D DNS SEE mPR vdW 
[32] axi k–ε SEL/IATE iG Ideal 
[33–36] axi k–ε SEL ∗ NIST/CEA Tabulated 
[37,38] axi k–ε SEE PR/iG vdW 
[24,25] axi k–ε SEE RK/PR Ideal/vdW 
[20–22] 3D LES SEE PR vdW 
[19] axi LES SEE PR vdW 
[39] axi k–ε SEE mSRK. PR vdW 
[18] 2D LES SEE PR vdW 
[23,40] 3D LES SEE PR vdW 
[41] 3D LES SEE Tabulated cubic vdW 

Fig. 1. Ideal and real gas behavior at 6 MPa. Real gas data have been taken from 
the NIST database [42] . 
[19] , Schmitt et al. [20–22] , Niedermayer et al. [23] , Poschner and 
Pfitzner [24,25] ): they typically employ a Peng–Robinson [26] or 
Soave–Redlich–Kwong [27] equation of state, which is evaluated 
during runtime using single fluid mixture rules (Ely and Hanley 
[28,29] ). 

At the core of real fluid modeling lies an appropriate real gas 
equation of state. Figure 1 shows the differences between real and 
ideal gas density at low temperatures and high pressure (6 MPa) 
for oxygen, nitrogen and hydrogen. A measure to distinguish real 
from ideal gas behavior is the compressibility or real gas factor Z , 
which may be interpreted as a nondimensional parameter relating 
the acting pressure to the pressure an ideal gas would exert at the 
given specific volume v (the reciprocal density ρ) and temperature 
T : 
Z = pv 

RT (1) 
For ideal gases, Z ≡ 1. In order to capture these real fluid effects, 
van der Waals [43] extended the ideal gas equation of state (EOS) 
by two new parameters a and b , accounting for intermolecular 

attractive forces and a finite molecular volume, respectively. The 
first simple yet accurate EOS was developed by Redlich and Kwong 
(RK) [44] . The main improvement over the van der Waals (vdW) 
equation was to turn the constant parameter a into a temperature 
dependent function a ( T ). Its successor, the Soave–Redlich–Kwong 
[27] EOS (SRK), is still widely used today. It additionally includes 
Pitzer’s acentric factor ω to account for nonspherical molecules. 
The Peng–Robinson (PR) EOS is similar in structure to the SRK 
equation but has been fitted particularly to match the compress- 
ibility factor Z at the critical point better [26] . It is shown here 
exemplarily because of its wide use, compare Table 1 . 
p = RT 

v − b − a 
v 2 + 2 bv − b 2 (2) 

with 
a = 0 . 457236 (RT cr ) 2 

p cr 
[ 

1 + m (1 − √ 
T r ) ] 2 (3) 

m = 0 . 3746 + 1 . 54226 ω − 0 . 26992 ω 2 (4) 
b = 0 . 077796 RT cr 

p cr . (5) 
Oefelein [14] summarizes that Peng–Robinson and the Soave–

Redlich–Kwong equations of state are similarly accurate; PR is to 
be preferred at supercritical pressures, SRK is better suited for sub- 
critical pressures. Walas [45, p. 71] finds the same for the simple 
fluid methane, but shows how both fail to predict water isotherms 
in a ρ − p diagram, except for densities less than half the criti- 
cal value. While being more accurate than either EOS over a wide 
range of pressures and temperatures and in near critical condi- 
tions, modifications of the Benedict–Webb–Rubin (BWR) [46] EOS 
have not found widespread use because of their high computa- 
tional cost (Oefelein et al. [14] ). Younglove [47] notes that the crit- 
ical region of a fluid is generally not describable using analytical 
functions. 

The thermal equation of state does not only determine fluid 
pvT properties, but also the deviation from ideal gas behavior of 
the caloric variables specific enthalpy h , specific internal energy e , 
specific heat capacities c p and c v , specific entropy s , and speed of 
sound a . These departure functions follow from fundamental ther- 
modynamic relations, see e.g. Reid et al. [8] . 2 These caloric prop- 
erties are much more sensitive to EOS quality than pvT behavior 
(Span and Wagner [48] ). Thus, accurately capturing c p is a very de- 
manding problem for an EOS. 

However, this is no reason in itself: Repeatedly, researchers 
have stressed the importance of a peak in c p for injection phenom- 
ena. Oschwald and Micci [49] and Mayer et al. [50] suggest that a 
longer liquid core length should be observed if the injected fluid 
has to pass through the peak to reach the chamber state. Zong 
and Yang [16] emphasize the “importance of thermophysical prop- 
erties in dictating the behavior of a supercritical fluid jet ”. They point 
out that cases which need to pass through the c p peak are slower 
to gain temperature along the centerline, while the density is ex- 
tremely sensitive to temperature at the same state. Oschwald et al. 
[4] and later Terashima and Koshi [51] found that the c p peak may 
explain wide constant temperature regions in cryogenic injection. 
Oschwald et al. call this process ‘pseudo boiling’. Lacaze and Oe- 
felein [52] emphasized that heat capacity must be accurately ac- 
counted for when modeling real fluid flames: Performing studies 
of counterflow diffusion flames, they attribute a significant shift in 
flame temperature structure to the combined effect of peak heat 
capacity and a minimum in the thermal diffusion coefficient which 
they dub ‘thermal barrier’. Lacaze and Oefelein suggest that this 

2 They are shown in Eqs. (25) –(30) . 
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Table 1 
Overview of CFD codes for real gas injection. Abbreviations: axi: 2D axisymmetric, 
2D: 2D planar, 3D: full 3D, k–ε: Reynolds averaged Navier–Stokes equations using 
a k–ε turbulence model, LES: large eddy simulation, DNS: direct numerical simula- 
tion, SEE: statistical Eulerian–Eulerian continuous spray, SEL: statistical Eulerian–

Lagrangian particle tracking, SEL ∗: statistical Eulerian-Lagrangian where particles 
are converted to continuum immediately after injection, IATE: interfacial area trans- 
port equation, BWR (t): Benedict–Webb–Rubin EOS used for transport coefficients, 
HBMS: Hirschfelder–Buehler–McGee–Sutton EOS, (m)PR: (modified) Peng–Robinson 
EOS, (m)SRK: (modified) Soave–Redlich–Kwong EOS, RK: Redlich Kwong EOS, iG: 
ideal gas EOS, ECS: extended corresponding states principle, vdW: van der Waals 
mixing rules, ideal: ideal mixing rules. 

Source Dims Turbulence Spray EOS Mixing 
[7,13,14] 2D/axi DNS/LES SEE/SEL BWR/SRK ECS 
[15–17] 2D/axi LES SEE/SEL BWR(t)/SRK ECS 
[30,31] axi k–ε SEE/SEL HBMS Ideal 
[10–12] 3D DNS SEE mPR vdW 
[32] axi k–ε SEL/IATE iG Ideal 
[33–36] axi k–ε SEL ∗ NIST/CEA Tabulated 
[37,38] axi k–ε SEE PR/iG vdW 
[24,25] axi k–ε SEE RK/PR Ideal/vdW 
[20–22] 3D LES SEE PR vdW 
[19] axi LES SEE PR vdW 
[39] axi k–ε SEE mSRK. PR vdW 
[18] 2D LES SEE PR vdW 
[23,40] 3D LES SEE PR vdW 
[41] 3D LES SEE Tabulated cubic vdW 

Fig. 1. Ideal and real gas behavior at 6 MPa. Real gas data have been taken from 
the NIST database [42] . 
[19] , Schmitt et al. [20–22] , Niedermayer et al. [23] , Poschner and 
Pfitzner [24,25] ): they typically employ a Peng–Robinson [26] or 
Soave–Redlich–Kwong [27] equation of state, which is evaluated 
during runtime using single fluid mixture rules (Ely and Hanley 
[28,29] ). 

At the core of real fluid modeling lies an appropriate real gas 
equation of state. Figure 1 shows the differences between real and 
ideal gas density at low temperatures and high pressure (6 MPa) 
for oxygen, nitrogen and hydrogen. A measure to distinguish real 
from ideal gas behavior is the compressibility or real gas factor Z , 
which may be interpreted as a nondimensional parameter relating 
the acting pressure to the pressure an ideal gas would exert at the 
given specific volume v (the reciprocal density ρ) and temperature 
T : 
Z = pv 

RT (1) 
For ideal gases, Z ≡ 1. In order to capture these real fluid effects, 
van der Waals [43] extended the ideal gas equation of state (EOS) 
by two new parameters a and b , accounting for intermolecular 

attractive forces and a finite molecular volume, respectively. The 
first simple yet accurate EOS was developed by Redlich and Kwong 
(RK) [44] . The main improvement over the van der Waals (vdW) 
equation was to turn the constant parameter a into a temperature 
dependent function a ( T ). Its successor, the Soave–Redlich–Kwong 
[27] EOS (SRK), is still widely used today. It additionally includes 
Pitzer’s acentric factor ω to account for nonspherical molecules. 
The Peng–Robinson (PR) EOS is similar in structure to the SRK 
equation but has been fitted particularly to match the compress- 
ibility factor Z at the critical point better [26] . It is shown here 
exemplarily because of its wide use, compare Table 1 . 
p = RT 

v − b − a 
v 2 + 2 bv − b 2 (2) 

with 
a = 0 . 457236 (RT cr ) 2 

p cr 
[ 

1 + m (1 − √ 
T r ) ] 2 (3) 

m = 0 . 3746 + 1 . 54226 ω − 0 . 26992 ω 2 (4) 
b = 0 . 077796 RT cr 

p cr . (5) 
Oefelein [14] summarizes that Peng–Robinson and the Soave–

Redlich–Kwong equations of state are similarly accurate; PR is to 
be preferred at supercritical pressures, SRK is better suited for sub- 
critical pressures. Walas [45, p. 71] finds the same for the simple 
fluid methane, but shows how both fail to predict water isotherms 
in a ρ − p diagram, except for densities less than half the criti- 
cal value. While being more accurate than either EOS over a wide 
range of pressures and temperatures and in near critical condi- 
tions, modifications of the Benedict–Webb–Rubin (BWR) [46] EOS 
have not found widespread use because of their high computa- 
tional cost (Oefelein et al. [14] ). Younglove [47] notes that the crit- 
ical region of a fluid is generally not describable using analytical 
functions. 

The thermal equation of state does not only determine fluid 
pvT properties, but also the deviation from ideal gas behavior of 
the caloric variables specific enthalpy h , specific internal energy e , 
specific heat capacities c p and c v , specific entropy s , and speed of 
sound a . These departure functions follow from fundamental ther- 
modynamic relations, see e.g. Reid et al. [8] . 2 These caloric prop- 
erties are much more sensitive to EOS quality than pvT behavior 
(Span and Wagner [48] ). Thus, accurately capturing c p is a very de- 
manding problem for an EOS. 

However, this is no reason in itself: Repeatedly, researchers 
have stressed the importance of a peak in c p for injection phenom- 
ena. Oschwald and Micci [49] and Mayer et al. [50] suggest that a 
longer liquid core length should be observed if the injected fluid 
has to pass through the peak to reach the chamber state. Zong 
and Yang [16] emphasize the “importance of thermophysical prop- 
erties in dictating the behavior of a supercritical fluid jet ”. They point 
out that cases which need to pass through the c p peak are slower 
to gain temperature along the centerline, while the density is ex- 
tremely sensitive to temperature at the same state. Oschwald et al. 
[4] and later Terashima and Koshi [51] found that the c p peak may 
explain wide constant temperature regions in cryogenic injection. 
Oschwald et al. call this process ‘pseudo boiling’. Lacaze and Oe- 
felein [52] emphasized that heat capacity must be accurately ac- 
counted for when modeling real fluid flames: Performing studies 
of counterflow diffusion flames, they attribute a significant shift in 
flame temperature structure to the combined effect of peak heat 
capacity and a minimum in the thermal diffusion coefficient which 
they dub ‘thermal barrier’. Lacaze and Oefelein suggest that this 

2 They are shown in Eqs. (25) –(30) . 
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2D: 2D planar, 3D: full 3D, k–ε: Reynolds averaged Navier–Stokes equations using 
a k–ε turbulence model, LES: large eddy simulation, DNS: direct numerical simula- 
tion, SEE: statistical Eulerian–Eulerian continuous spray, SEL: statistical Eulerian–

Lagrangian particle tracking, SEL ∗: statistical Eulerian-Lagrangian where particles 
are converted to continuum immediately after injection, IATE: interfacial area trans- 
port equation, BWR (t): Benedict–Webb–Rubin EOS used for transport coefficients, 
HBMS: Hirschfelder–Buehler–McGee–Sutton EOS, (m)PR: (modified) Peng–Robinson 
EOS, (m)SRK: (modified) Soave–Redlich–Kwong EOS, RK: Redlich Kwong EOS, iG: 
ideal gas EOS, ECS: extended corresponding states principle, vdW: van der Waals 
mixing rules, ideal: ideal mixing rules. 

Source Dims Turbulence Spray EOS Mixing 
[7,13,14] 2D/axi DNS/LES SEE/SEL BWR/SRK ECS 
[15–17] 2D/axi LES SEE/SEL BWR(t)/SRK ECS 
[30,31] axi k–ε SEE/SEL HBMS Ideal 
[10–12] 3D DNS SEE mPR vdW 
[32] axi k–ε SEL/IATE iG Ideal 
[33–36] axi k–ε SEL ∗ NIST/CEA Tabulated 
[37,38] axi k–ε SEE PR/iG vdW 
[24,25] axi k–ε SEE RK/PR Ideal/vdW 
[20–22] 3D LES SEE PR vdW 
[19] axi LES SEE PR vdW 
[39] axi k–ε SEE mSRK. PR vdW 
[18] 2D LES SEE PR vdW 
[23,40] 3D LES SEE PR vdW 
[41] 3D LES SEE Tabulated cubic vdW 

Fig. 1. Ideal and real gas behavior at 6 MPa. Real gas data have been taken from 
the NIST database [42] . 
[19] , Schmitt et al. [20–22] , Niedermayer et al. [23] , Poschner and 
Pfitzner [24,25] ): they typically employ a Peng–Robinson [26] or 
Soave–Redlich–Kwong [27] equation of state, which is evaluated 
during runtime using single fluid mixture rules (Ely and Hanley 
[28,29] ). 

At the core of real fluid modeling lies an appropriate real gas 
equation of state. Figure 1 shows the differences between real and 
ideal gas density at low temperatures and high pressure (6 MPa) 
for oxygen, nitrogen and hydrogen. A measure to distinguish real 
from ideal gas behavior is the compressibility or real gas factor Z , 
which may be interpreted as a nondimensional parameter relating 
the acting pressure to the pressure an ideal gas would exert at the 
given specific volume v (the reciprocal density ρ) and temperature 
T : 
Z = pv 

RT (1) 
For ideal gases, Z ≡ 1. In order to capture these real fluid effects, 
van der Waals [43] extended the ideal gas equation of state (EOS) 
by two new parameters a and b , accounting for intermolecular 

attractive forces and a finite molecular volume, respectively. The 
first simple yet accurate EOS was developed by Redlich and Kwong 
(RK) [44] . The main improvement over the van der Waals (vdW) 
equation was to turn the constant parameter a into a temperature 
dependent function a ( T ). Its successor, the Soave–Redlich–Kwong 
[27] EOS (SRK), is still widely used today. It additionally includes 
Pitzer’s acentric factor ω to account for nonspherical molecules. 
The Peng–Robinson (PR) EOS is similar in structure to the SRK 
equation but has been fitted particularly to match the compress- 
ibility factor Z at the critical point better [26] . It is shown here 
exemplarily because of its wide use, compare Table 1 . 
p = RT 

v − b − a 
v 2 + 2 bv − b 2 (2) 

with 
a = 0 . 457236 (RT cr ) 2 

p cr 
[ 

1 + m (1 − √ 
T r ) ] 2 (3) 

m = 0 . 3746 + 1 . 54226 ω − 0 . 26992 ω 2 (4) 
b = 0 . 077796 RT cr 

p cr . (5) 
Oefelein [14] summarizes that Peng–Robinson and the Soave–

Redlich–Kwong equations of state are similarly accurate; PR is to 
be preferred at supercritical pressures, SRK is better suited for sub- 
critical pressures. Walas [45, p. 71] finds the same for the simple 
fluid methane, but shows how both fail to predict water isotherms 
in a ρ − p diagram, except for densities less than half the criti- 
cal value. While being more accurate than either EOS over a wide 
range of pressures and temperatures and in near critical condi- 
tions, modifications of the Benedict–Webb–Rubin (BWR) [46] EOS 
have not found widespread use because of their high computa- 
tional cost (Oefelein et al. [14] ). Younglove [47] notes that the crit- 
ical region of a fluid is generally not describable using analytical 
functions. 

The thermal equation of state does not only determine fluid 
pvT properties, but also the deviation from ideal gas behavior of 
the caloric variables specific enthalpy h , specific internal energy e , 
specific heat capacities c p and c v , specific entropy s , and speed of 
sound a . These departure functions follow from fundamental ther- 
modynamic relations, see e.g. Reid et al. [8] . 2 These caloric prop- 
erties are much more sensitive to EOS quality than pvT behavior 
(Span and Wagner [48] ). Thus, accurately capturing c p is a very de- 
manding problem for an EOS. 

However, this is no reason in itself: Repeatedly, researchers 
have stressed the importance of a peak in c p for injection phenom- 
ena. Oschwald and Micci [49] and Mayer et al. [50] suggest that a 
longer liquid core length should be observed if the injected fluid 
has to pass through the peak to reach the chamber state. Zong 
and Yang [16] emphasize the “importance of thermophysical prop- 
erties in dictating the behavior of a supercritical fluid jet ”. They point 
out that cases which need to pass through the c p peak are slower 
to gain temperature along the centerline, while the density is ex- 
tremely sensitive to temperature at the same state. Oschwald et al. 
[4] and later Terashima and Koshi [51] found that the c p peak may 
explain wide constant temperature regions in cryogenic injection. 
Oschwald et al. call this process ‘pseudo boiling’. Lacaze and Oe- 
felein [52] emphasized that heat capacity must be accurately ac- 
counted for when modeling real fluid flames: Performing studies 
of counterflow diffusion flames, they attribute a significant shift in 
flame temperature structure to the combined effect of peak heat 
capacity and a minimum in the thermal diffusion coefficient which 
they dub ‘thermal barrier’. Lacaze and Oefelein suggest that this 

2 They are shown in Eqs. (25) –(30) . 
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Table 2 
Critical properties of selected fluids (Baehr and Kabelac [63] ). 

Name T cr (K) p cr (MPa) ρcr (kg/m 3 ) 
Hydrogen 33 .15 1 .32 30 .12 
Oxygen 154 .60 5 .04 436 .11 
Water 647 .10 22 .06 312 .96 

fluid” (Ely and Hanley [28] ). These methods are thus called single- 
or one-fluid models. 
2.1. Single fluid mixing models 

One way is to estimate mixture pseudocritical parameters from 
the component critical parameters (e.g. Harstad et al. [58] , Ely and 
Hanley [28,29] , Yang [15] ): 
T cr ,i, j = (T cr ,i · T cr , j )1 / 2 

, (7) 
v cr ,i, j = (1 

2 (v 1 / 3 
cr ,i + v 1 / 3 

cr , j ))3 
, (8) 

Z cr ,i, j = 1 
2 (Z cr ,i + Z cr , j ), (9) 

p cr ,i, j = Z cr ,i, j RT cr ,i, j 
v cr ,i, j , (10) 

ω i, j = 1 
2 (ω i + ω j ). (11) 

Table 2 compiles critical parameters of the three main fluid 
constituents in LOX/GH 2 combustion. 

If, additionally to the hypothetical pure fluid assumption, one 
demands that all involved fluids “obey two parameter classical cor- 
responding states formalism”, Ely and Hanley [28] summarize that 
mixing rules for EOS parameters such as Eqs. (3) and (5) can be 
derived. The set of nonlinear mixing rules is commonly called van 
der Waals mixing and provides mixture parameters a and b to be 
applied to vdW, PR, SRK and similar equations: 
a = N ∑ 

i =1 
N ∑ 

j=1 y i y j 
√ 

a i a j (1 − k i, j ) (12) 
b = N ∑ 

i =1 y i b i (13) 
ω = N ∑ 

i =1 y i ω i (14) 
The binary interaction parameter k i, j is not known for many pair- 
ings and often assumed to be zero (Okong’o and Bellan [10] ). 
2.2. Conditions and limits of applicability 

Rarely are the conditions of applicability of these mixing rules 
discussed. Ely and Hanley [28,29] discussed the following: 

C1: The mixture exists as a single phase. 
C2: The mixture properties can be expressed via a hypothetical 

pure fluid. 
C3: All fluids involved in the mixture are ‘similar’, i.e. their crit- 

ical parameters are within a factor of two. Ely and Hanley 
emphasized that “the one-fluid model breaks down” if this is 
not fulfilled. 

C4: The reference fluid should be similar to the involved fluids. 
C5: If the one fluid model is used to evaluate the mixture vis- 

cosity, the involved fluids must not be polar. 

C1 is met in LOX/GH 2 combustion as long as the chamber pres- 
sure exceeds the oxygen critical pressure, as Lacaze and Oefelein 
[52] report. While theoretically chamber composition may locally 
increase the mixture critical pressure, causing the fluid to revert to 
a two-phase subcritical state, they find that this does not occur in 
LOX/GH 2 combustion. 

C2 seems like a somewhat tautological demand. The authors are 
not aware of a proving study - but absence of a proof is of course 
not a proof that C2 is not fulfilled. 

C3 is not met in a general mixture of oxygen, hydrogen, and 
water, as Table 2 shows. 

C4 depends on the reference a given model uses; it can be as- 
sumed that an appropriate fluid is chosen. 

C5 is violated for polar substances like water or the intermedi- 
ate reaction product OH. 
2.3. Binary interaction parameter 

A comment on Eq. (12) is in order with regard to the binary 
interaction parameter k i, j . It is typically not known for mixtures 
relevant in liquid propellant rocket engines. Tabulated values exist, 
e.g. Reid et al. [8] , Walas [45] , albeit with emphasis on hydrocar- 
bon mixtures. In hydrocarbon mixtures, k i, j = O (0 . 01) , growing for 
larger difference between the species. Nitrogen should behave sim- 
ilar to oxygen; for hydrogen–nitrogen mixtures one finds k i, j = 0 . 
For interaction of hydrogen or nitrogen with larger hydrocarbons 
k i, j grows, e.g. k i, j = 0 . 12 in the nitrogen–n-butane system. For 
non-simple fluids, k i, j also grows, e.g. carbon dioxide–n-butane, 
k i, j = 0 . 16 ± 2 . 

In Eq. (12) , the attractive pressure summand is reduced by a 
factor k i, j . As shown above, the difference may be significant if no 
appropriate value is used. 
3. A new real gas thermodynamics mixing model 

The mixing rules discussed in Section 2 are found to work well 
for rocket injection cases in the literature, despite the issues high- 
lighted in Section 2.2 . This may mean that the criteria are too aca- 
demically strict, or it may be a numerical artifact, or it may be a 
physical reason. Further investigation should answer this question. 
3.1. Review of mixing in cryogenic diffusion flames 

In order to develop a thermodynamic mixing rule for cryogenic 
non premixed flames, the state of knowledge needs to be reviewed. 

First fundamental findings stem from Mayer’s and Tamura’s 
[3] experiments of LOX/H 2 injection. They point out that the flame 
is anchored at the LOX post and essentially isolates the liquid oxy- 
gen from the gaseous hydrogen stream. Liquid oxygen does not see 
the gaseous hydrogen. 

Oefelein [7] goes a step further and states that mixing occurs 
as an ideal process in the hot reaction zone. In a later paper 
[14] he provides quantitative data, although it is not analyzed in 
this regard: For an instantaneous radial profile across the flow be- 
hind a coaxial LOX/GH 2 injector, the compressibility factor Z and 
mass fractions Y of H 2 , O 2 , OH, H 2 O are plotted. Chamber pres- 
sure, hydrogen inlet temperature, and oxygen inlet temperature are 
p = 10 . 1 MPa, T H 2 = 150 K, and T O 2 = 100 K, respectively. The com- 
parison shows that the fluid behavior turns ideal ( Z = 1 ) before any 
significant mixing occurs: At this point, merely trace amounts of 
water ( Y H 2 O < 0 . 025 ) are present in the oxygen stream. Also, con- 
sistent with Mayer’s and Tamura’s statement, hydrogen and oxygen 
are found to only mix inside the flame and at marginal mass frac- 
tions ( Y H 2 , Y O 2 < 0 . 05 ). 

A different approach was chosen by Juniper et al. [64] , Ribert 
et al. [65] , and Lacaze and Oefelein [52] : instead of calculating the 
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lighted in Section 2.2 . This may mean that the criteria are too aca- 
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non premixed flames, the state of knowledge needs to be reviewed. 
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[3] experiments of LOX/H 2 injection. They point out that the flame 
is anchored at the LOX post and essentially isolates the liquid oxy- 
gen from the gaseous hydrogen stream. Liquid oxygen does not see 
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Oefelein [7] goes a step further and states that mixing occurs 
as an ideal process in the hot reaction zone. In a later paper 
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Large eddy simulation

SUPERCRITICAL VAPORIZATION, MIXING, AND COMBUSTION 939

Fig. 13. Physical model employed for the analysis of high-pressure hydrogen/oxygen mixing and combustion processes.

Fig. 14. Contours of density and temperature in the near-field region for transcritical mixing [58].

resultant interactions cause disturbances that grow
and coalesce immediately downstream of the splitter
plate on a scale that is of the same order of magni-
tude as the splitter plate thickness. Combined effects
induce increased unsteadiness with respect to the
flame-holding mechanism and produce significant
oscillations in the production rates of H2O and OH
radicals. The temperature within the recirculation
zone also fluctuates about the stoichiometric value,
with relatively cooler temperatures observed im-
mediately downstream.

Conclusions

Fundamentals of high-pressure transport and
combustion processes in contemporary liquid-fueled

propulsion and power-generation systems were dis-
cussed. Emphasis was placed on the development of
a systematic approach to enhance basic understand-
ing of the underlying physiochemical mechanisms.
Results from representative studies of droplet va-
porization, spray-field dynamics, and mixing and
combustion processes were presented to lend insight
into the intricate nature of the various phenomena
observed. In addition to all of the classical issues for
multiphase chemically reacting flows, a unique set
of challenges arises at high pressures from the intro-
duction of thermodynamic nonidealities and trans-
port anomalies near the critical point. The situation
becomes even more complex with increasing pres-
sure because of an inherent increase in the flow Rey-
nolds number. The resulting flow dynamics and
transport processes exhibit characteristics distinct
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Fig. 14. Contours of density and temperature in the near-field region for transcritical mixing [58].
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and coalesce immediately downstream of the splitter
plate on a scale that is of the same order of magni-
tude as the splitter plate thickness. Combined effects
induce increased unsteadiness with respect to the
flame-holding mechanism and produce significant
oscillations in the production rates of H2O and OH
radicals. The temperature within the recirculation
zone also fluctuates about the stoichiometric value,
with relatively cooler temperatures observed im-
mediately downstream.

Conclusions

Fundamentals of high-pressure transport and
combustion processes in contemporary liquid-fueled

propulsion and power-generation systems were dis-
cussed. Emphasis was placed on the development of
a systematic approach to enhance basic understand-
ing of the underlying physiochemical mechanisms.
Results from representative studies of droplet va-
porization, spray-field dynamics, and mixing and
combustion processes were presented to lend insight
into the intricate nature of the various phenomena
observed. In addition to all of the classical issues for
multiphase chemically reacting flows, a unique set
of challenges arises at high pressures from the intro-
duction of thermodynamic nonidealities and trans-
port anomalies near the critical point. The situation
becomes even more complex with increasing pres-
sure because of an inherent increase in the flow Rey-
nolds number. The resulting flow dynamics and
transport processes exhibit characteristics distinct

•  Transcritical injection (Oefelein & Yang 1998)
•  p = 100 bar, TLOX = 100 K, TH2 = 150 K

•  Flame is anchored at LOX post; wall heat transfer taken into account
•  Steep transition with density ratio >250 across few cells
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LOX/GH2 as numerical benchmark case
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Figure 15: Instantaneous fields of velocity, oxygen mass fraction, and density of the from top to bottom for the two-dimensional
LOX/GH2 mixing case.

values on the GH2 side, especially for the x/h = 3 slice. This could be due to the di↵erent mesh resolution,
or the di↵erent implementation of the sponge layer and outlet boundary conditions adopted in di↵erent
solvers. For transverse velocity, a similar behavior is observed among three solvers due to the coupling
between velocities in two directions. The magnitude of the transverse velocity is much smaller than that
of the axial velocity so that the di↵erence in the mean values can be clearly seen. Results for oxygen mass
fraction are almost identical for three solvers except for the small di↵erence seen at the GH2 side which
could be related to the di↵erence seen in the velocity results. Large discrepancy is seen in the temperature
statistics in Fig. 18. The results from CharlesX and AVBP are similar and show a relatively narrower mixing
layer in temperature as compared to that of RAPTOR. This could be due to the di↵erent formulations of
the coupling between flow variables and temperature. Overall, the results from three di↵erent solvers show
quantitatively good agreement.

The spatial evolution of the mixing layer thickness in the axial direction from three di↵erent solvers is
shown in Fig. 20. The thickness of the mixing layer at a given axial location is defined as the distance

20

In the work by Papamoschou and Roshko [74], a model was
proposed to assess the spatial growth rate of variable-density mixing
layers δ 0

vis as a function of the velocity and density ratios (contained
in the definition of the convective velocity Uconv). This quantity is
given by

δ 0
vis ! C

ΔU
Uconv

(19)

where C is a constant, ΔU is the velocity difference between the two
streams, andUconv is the convection velocity defined by Eq. (16). As
observed by Chehroudi [2], this model implies that the convection
velocity of the largest eddies of the mixing layer depends on the
density ratio of the two streams, whereas the opening angle of the
mixing layer is only affected by the velocity difference ΔU in a
reference frame moving at Uconv. Using the constant C ! 0.17,
which enables one to retrieve the low-Mach-number mixing
layers of Brown and Roshko [53] (Uconv ! 39.6 m∕s and ΔU !
UH2

−UO2
! 95 m∕s), we obtain δ 0

vis ! 0.41.
In thework byBernal andRoshko [83], the thickness of themixing

layer at a given axial location was defined as the distance between the
locationwhereYO2

! 0.99 andYO2
! 0.01 (1% threshold). Here,we

use this 1% threshold aswell as a 5% threshold to show the sensitivity
of the opening angle to this parameter. The axial evolution of the
mixing-layer thicknesses for both AVBP and RAPTOR is plotted in
Fig. 10. A linear regression of the spatial evolution of these
thicknesses gives the spreading rates. The regression is performed
past the wake region (for x∕h ≥ 4 only) in order to be comparable
with amixing-layer configuration. In AVBP,we obtain values of 0.44
and 0.35 for the 1 and 5% thresholds, respectively. In RAPTOR, we
obtain values of 0.48 and 0.37 for the 1 and 5% thresholds,
respectively. The growth rates are close to the 0.41 value obtained by
the model for the variable-density mixing layers expressed in
Eq. (19), which is plotted for comparison in Fig. 10with the label 'PR
model' (Papamoschou and Roshko). This model appears to provide a
good estimate for the opening angle of two-dimensional supercritical
mixing layers, even at a density ratio of ρO2

∕ρH2
≈ 80, which is well

beyond the range of density ratios explored experimentally
(ρN2

∕ρHe ! 1∕7 to 7) [53,83].

D. Baseline Analysis of Instantaneous Fields

Typical instantaneous fields obtained by the two solvers are
presented in Fig. 11. Velocities, oxygen mass fraction, and density
are shown. In both cases, the mixing layer is dominated by large-
scale vortical structures with characteristic sizes comparable to the
momentum thickness (which is approximately h). In the velocity
fields, three of these vortical structures are observedwith a separation
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Fig. 10 Axial evolution of mixing-layer thicknesses.

Fig. 11 Instantaneous flowfields in RAPTOR and AVBP. From top to bottom: axial velocity, transverse velocity, oxygen mass fraction, and density.
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SUPERCRITICAL VAPORIZATION, MIXING, AND COMBUSTION 939

Fig. 13. Physical model employed for the analysis of high-pressure hydrogen/oxygen mixing and combustion processes.

Fig. 14. Contours of density and temperature in the near-field region for transcritical mixing [58].

resultant interactions cause disturbances that grow
and coalesce immediately downstream of the splitter
plate on a scale that is of the same order of magni-
tude as the splitter plate thickness. Combined effects
induce increased unsteadiness with respect to the
flame-holding mechanism and produce significant
oscillations in the production rates of H2O and OH
radicals. The temperature within the recirculation
zone also fluctuates about the stoichiometric value,
with relatively cooler temperatures observed im-
mediately downstream.

Conclusions

Fundamentals of high-pressure transport and
combustion processes in contemporary liquid-fueled

propulsion and power-generation systems were dis-
cussed. Emphasis was placed on the development of
a systematic approach to enhance basic understand-
ing of the underlying physiochemical mechanisms.
Results from representative studies of droplet va-
porization, spray-field dynamics, and mixing and
combustion processes were presented to lend insight
into the intricate nature of the various phenomena
observed. In addition to all of the classical issues for
multiphase chemically reacting flows, a unique set
of challenges arises at high pressures from the intro-
duction of thermodynamic nonidealities and trans-
port anomalies near the critical point. The situation
becomes even more complex with increasing pres-
sure because of an inherent increase in the flow Rey-
nolds number. The resulting flow dynamics and
transport processes exhibit characteristics distinct

Large eddy simulation 

•  Transcritical injection (Oefelein & Yang 1998, Oefelein 2006)
•  p = 100 bar, TLOX = 100 K, TH2 = 150 K

•  Transition to ideal gas occurs before mixing
•  Mixing process is ideal
•  Real fluid phenomena found in O2 only

Z =
p

⇢RT
=

preal
pideal
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Structure of transcritical diffusion flames 
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•  Two thermodynamic 
transitions
•  Pseudoboiling
•  Ideal gas

•  Mixing occurs in ideal gas 
only

•  Real fluid behavior is 
essentially confined to pure 
oxygen

•  Understanding of pure 
fluid behavior needed!xBanuti et al. (AIAA JPC 2016)
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Assumptions and limits

12th ICLASS 2012 Effects of Pressure on the Physics of Fuel Injection in Diesel Engines

Figure 5: Envelope of mixture states predicted as a function of mixture fraction.

Figure 6: Visualization of liquid n-dodecane jets injected at reference conditions where the ambient gas is p1 =
29 bar, T1 = 440 K and p2 = 60 bar, T2 = 900 K. At low temperatures there is evidence of drops and ligaments.
At high temperatures there is no evidence of drops or ligaments.

engine. The critical pressure and temperature of n-dodecane are pc = 18.2 bar and Tc = 658 K, respectively. The
experiments were aimed at imaging the structure of n-dodecane jets using long-distance microscopy. We focus on
two particularly relevant reference conditions where the ambient gas is p1 = 29 bar, T1 = 440 K and p2 = 60 bar,
T2 = 900 K. The goal was to maintain constant ambient density conditions at ⇢ = 22.8 kg/m3 while at the same
time injecting the liquid at supercritical pressure in both cases. By preserving the ambient density, similar jet
penetration and gas-liquid interaction forces are maintained and thus the effects of pressure, temperature, and the
resultant multicomponent property variations on phase transitions are isolated.

Using the two reference conditions described above for n-dodecane, we repeated the LES analysis performed
for the baseline n-heptane case and obtained trends similar to those shown in Fig. 5. We then directed our attention
to the imaging experiments to gain further insights. Figure 6 compares the development of the liquid fuel structure
at the two reference conditions. Sequences of images at the end of injection are shown when the velocity of the
injected fuel approaches zero. This results in much less aerodynamic drag. Despite imperfect optical resolution,
the low-temperature sequence clearly shows that individual ligaments still exist, which is evidence that surface
tension forces still exist. Conversely, the high-temperature sequence appears to show a quite different process
with no evidence of drops or ligaments. To explain this, we then developed a comprehensive theoretical model
by combining the mixing line shown in Fig. 5 with VLE theory, which in turn provides the boundary conditions
required for the LG model.

5

Dahms et al. 2013, 
Manin et al. 2014

State-of-the-art mixing rules adhere to 
single fluid formalism

•  Assumptions (Ely & Hanley 1981/83)
•  Mixing rules are valid 
•  Single phase
•  Similar fluids
•  No polar substances

•  Works very well for intended purpose 
(LOX/GH2 combustion)

•  What about
•  Mixing? 
•  Lifted off flames (hydrocarbons)?
•  Residual surface tension?

12th ICLASS 2012 Effects of Pressure on the Physics of Fuel Injection in Diesel Engines

Figure 5: Envelope of mixture states predicted as a function of mixture fraction.

Figure 6: Visualization of liquid n-dodecane jets injected at reference conditions where the ambient gas is p1 =
29 bar, T1 = 440 K and p2 = 60 bar, T2 = 900 K. At low temperatures there is evidence of drops and ligaments.
At high temperatures there is no evidence of drops or ligaments.

engine. The critical pressure and temperature of n-dodecane are pc = 18.2 bar and Tc = 658 K, respectively. The
experiments were aimed at imaging the structure of n-dodecane jets using long-distance microscopy. We focus on
two particularly relevant reference conditions where the ambient gas is p1 = 29 bar, T1 = 440 K and p2 = 60 bar,
T2 = 900 K. The goal was to maintain constant ambient density conditions at ⇢ = 22.8 kg/m3 while at the same
time injecting the liquid at supercritical pressure in both cases. By preserving the ambient density, similar jet
penetration and gas-liquid interaction forces are maintained and thus the effects of pressure, temperature, and the
resultant multicomponent property variations on phase transitions are isolated.

Using the two reference conditions described above for n-dodecane, we repeated the LES analysis performed
for the baseline n-heptane case and obtained trends similar to those shown in Fig. 5. We then directed our attention
to the imaging experiments to gain further insights. Figure 6 compares the development of the liquid fuel structure
at the two reference conditions. Sequences of images at the end of injection are shown when the velocity of the
injected fuel approaches zero. This results in much less aerodynamic drag. Despite imperfect optical resolution,
the low-temperature sequence clearly shows that individual ligaments still exist, which is evidence that surface
tension forces still exist. Conversely, the high-temperature sequence appears to show a quite different process
with no evidence of drops or ligaments. To explain this, we then developed a comprehensive theoretical model
by combining the mixing line shown in Fig. 5 with VLE theory, which in turn provides the boundary conditions
required for the LG model.

5
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increasing We

normal to 
interface

⇢L

⇢A

⇢L
⇢A

⇠ 103

LIQUIDAIR

! Sharp interface
(~single-molecule thick)

Classic atomization description at low pressures 

50!IV. TRANSCRITICAL ATOMIZATION 

We =
⇢U2D

�

Baillot et al. (2009)

ratio of aerodynamic stress 
to surface tension stress

Computational techniques:
 
1.  VoF: Hirt & Nichols (1981), 
      Jofre et al. (2014), Ivey & Moin (2015)

2.    Level-Set: Osher & Sethian (1988),    
      Desjardins et al. (2008), 
      Herrmann et al. (2008)

3.  Front-Tracking: Unverdi, Tryggvason        
      et al. (1992, 2001)

Weber no.

increasing We
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Lemmon & Penoncello (1994)

Surface tension vanishes and interface disappears above the critical point

T > Tcr

T = Tcr

T < Tcr

critical point

Single-component equilibrium systems

T = Tcr

liquid

vapor
P = P (T )

closed chamber in phase equilibrium

Interface broadening at high pressures
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Interface broadening at high pressures

52!IV. TRANSCRITICAL ATOMIZATION 
Cheroudi (2012)

LN2 jet into GN2 ambient:

T = Tcr

critical point

Single-component evolution systems

liquid
vapor

Tj < Tcr

Ta > Tcr

T = Tj

T = Ta

P < Pcr

P & Pcr

P > Pcr

liquid

liquid

liquid

There is a transition from jet breakup to diffusive 
mixing as pressure increases above the critical value

In general, surface tension does not necessarily 
vanish instantaneously ! transient surface tension

density gradient forced by 
boundary condition

Pcr = 34bar
Tcr = 126K
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High-pressure injection of hydrocarbon fuels

53!

n-Dodecane spray into GN2 ambient !

IV. TRANSCRITICAL ATOMIZATION 

Manin et al. (2014)
n-Dodecane:

GN2:

Ligaments and droplets: surface tension Blurred interfaces: diffusive mixing

Pa = 30bar, Ta = 440K Pa = 46bar, Ta = 700K Pa = 60bar, Ta = 900K

Pa Ta Pa Ta

Tcr = 658K

Tcr = 126K

Pcr = 18bar

Pcr = 34bar

Injection off

Injection off

Injection off

Injection off

Injection off

Injection off
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High-pressure injection of hydrocarbon fuels

54!IV. TRANSCRITICAL ATOMIZATION 

Crua et al. (2015)

Atomization and classical evaporation: !

n-Hexadecane into O2 at 900 K, 79 bar

- Droplets are observed
- Ligaments break into droplets
- Droplets persist and have round 
shapes, leaving a vapor wake behind 

n-Hexadecane: Pcr = 14 bar, Tcr = 722 K 
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High-pressure injection of hydrocarbon fuels

55!IV. TRANSCRITICAL ATOMIZATION 

Crua et al. (2015)

Atomization and miscible mixing: !

n-Hexadecane into O2 at 1200 K, 107 bar

- Droplets are observed near injector
- Ligaments break into droplets
- Droplets vaporize faster in diffusive-
like mixing process

n-Hexadecane: Pcr = 14 bar, Tcr = 722 K 
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The critical locus of a binary mixture 

56!

Vapor-liquid equilibrium: ! Critical point:!
Mechanical: !

Thermal: !
Chemical: !

PT diagram: one mixture composition !

IV. TRANSCRITICAL ATOMIZATION 
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Critical locus:                    for         !

The critical locus of a binary mixture 

57!

Vapor-liquid equilibrium: !
Mechanical: !

Thermal: !
Chemical: !

PT diagram: all mixture compositions!

Critical mixing temperature: 
two-phase region upper bound 
for a given pressure
                                Yang (2000) !

IV. TRANSCRITICAL ATOMIZATION 
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The critical point of a binary mixture

58!

gas There is a “telescopic effect” on the mixture 
critical pressure in hydrocarbon-air systems

! System appears to be shifted into the
 two-phase region upon mixing  

two  
phases 

Mixture types: van Konynenburg & Scott (1980) !

Type I: e.g. Mixtures of Hydrocarbons! Type III: e.g. Hydrocarbons and Nitrogen!

Qiu & Reitz (2015)

IV. TRANSCRITICAL ATOMIZATION 
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Surface-tension effects in hydrocarbon fueled sprays

n-Dodecane / GN2 equilibrium system  !

VLE: critical locus! Jet-breakup    /   Diffusive mixing!

Experiments by Garcia et al. (2011) Manin et al. (2014)

N2 CP! n-Dodecane CP ! n-Dodecane !

two-phase!

gas! Jet 
breakup!

Diffusive 
mixing!

Surface tension may exist above critical locus!

n-Dodecane spray into GN2 !

IV. TRANSCRITICAL ATOMIZATION 
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Simulations of flame stabilization !

60!

Computational modeling of high-pressure flows

State-of-the-art: single-phase formulations!
-  Conservation equations for compressible miscible fluids without interfacial phenomena
-  Real-gas equation of state + mixing rules
-  Experimental correlations for transport properties at high pressures
-  Conditions typically chosen when transcritical range does not play a significant role

        LES of jet flows !

Oefelein, Dahms & Lacaze (2012) ! Hickey & Ihme (2014) ! Muller et al. (2016) !

Ruiz, Selle, Cuenot & Poinsot (2011) !

  DNS of mixing layers!

Masi et al. (2013) !

IV. TRANSCRITICAL ATOMIZATION 
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Reduced-order analysis of transcritical flows

IV. TRANSCRITICAL ATOMIZATION 

Sirignano & Delplanque (1999)

Subcritical and supercritical trajectories may exist simultaneously !

Transcritical vaporization of liquid fuels!

r

fuel droplet

ambient gas

t3 t1

Ta > Tc

Pa > Pc

Tl Subcritical

Supercritical
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Reduced-order modeling of transcritical flows

Global thermodynamic (i.e. static) analysis of transcritical flows

Dahms & Oefelein (2013) 

IV. TRANSCRITICAL ATOMIZATION 
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The diffuse-interface approach

VAPOR LIQUID 

Theoretical foundations: 
The thermodynamic potentials are non-local ! dependence on composition gradients.
Poisson (1831), Van Der Waals (1892), Landau (1937), Cahn & Hilliard (1958)
!!

At high pressures, the interface is still thin in hydrodynamic 
scales (~O(10nm)) but enters the continuum range 

Some recent works on diffuse interface: 
- Anderson (1998): Utilization of diffuse interface method in equations of fluid motion
- Dahms & Oefelein (2013): One of the first applications to address high-pressure combustion
- Gaillard et al. (2016): Multi-component transcritical diffusion flame structure  

Example: LN2 into GN2

�I = 0.5⇥
�I = 15⇥

mean free path  at
mean free path  at

P = 0.2Pcr

P = 0.9Pcr

�I

Hydrodynamic modeling of transcritical flows

IV. TRANSCRITICAL ATOMIZATION 

Dahms & Oefelein (2013)



1. Motivation and Intro.  / 85!64!

The diffuse-interface approach

Mixture continuity:

Mixture momentum conservation:

Wish list: 
A continuum single set of conservation equations accounting for interfacial phenomena

Mixture energy conservation:

Species mass conservation:

Must include pressure and 
surface-tension stresses 

Must include work done by 
surface-tension stresses and 
modified heat conduction

Must include modified 
molecular diffusion 

+ Real gas equation of state 

IV. TRANSCRITICAL ATOMIZATION 
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The diffuse-interface approach

Single-component mechanical equilibrium:

Minimization of interface’s 
Helmholtz free energy 

Non local correction 
(first approx.) 

n

⇢ ! ⇢L n ! 1subject to at

Capillary stress tensor
Korteweg (1901)

Gradient theory (1D)
Lin et al. (2007)

Local surface tension 
coefficient

 = Gradient coefficient
Pismen (2001)  

Note surface tension coefficient does not appear explicitly in the diffuse-interface-based  
conservation equations. 

IV. TRANSCRITICAL ATOMIZATION 
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Diffuse-interface profiles

IV. TRANSCRITICAL ATOMIZATION 

N2 at vapor-liquid equilibrium:!

Density profiles!

Surface tension!

Extension to multi-species:!

Dahms & Oefelein (2013)

-  Interface thickness increases 
with temperature !

-  Mean free path decreases 
with pressure !

Diffuse-interface !
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Toward multi-component flows

IV. TRANSCRITICAL ATOMIZATION 

Interface’s Helmholtz 
free energy:

Non local correction 
(first approx.) 

Species mass conservation
(Cahn-Hilliard type):

Must asymptotically collapse to zero (sharp 
interfaces, subcritical) and to Stefan-Maxwell-
type diffusion (diffusive mixing, supercritical)

See more details in Gaillard et al., Comb. 
Theor. Modelling (2016)

“Another perspective of high scientific interest would be to 
perform DNS as well as LES of the transition between subcritical 
and supercritical flames using [this] compressible formulation, 
which is fully valid in several dimensions.” 
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V. Conclusions & Open Challenges  
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Summary

V. Summary / Challenges 

•  The supercritical p,T phase plane is divided into liquid and gaseous states. 

•  Pseudoboiling is the transition from supercritical liquid to gas. It occurs across the 
Widom line p< 3pcr. A distributed latent heat is required to overcome 
intermolecular forces.

•  Transcritical jets are sensitive to heating in the injector, causing thermal break-up.

•  In LOX/GH2 non premixed combustion, real-fluid effects are confined to O2 .

•  Liquid-gas interfaces become broader at high pressures and enter the continuum range. 

•  Surface tension persists in hydrocarbon-air systems above the critical pressure of the 
components, leading to simultaneous occurrence of classic-like jet breakup and diffusive 
mixing.

•  Current trends of increasing combustor pressures will make the transcritical problem 
increasingly more relevant in internal combustion engines and gas turbines. 
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Open challenges

•  Experimental diagnostics: Quantitative diagnostics and optical access are hindered by 
the high pressures & temperatures ! lack of data for validation. 

•  Thermodynamics of transcritical fluids: Fundamental understanding is required to model 
thermodynamic coefficients, critical points, equations of state and mixing rules for real 
fluid mixtures in combustion systems. 

•  Aerodynamics of hydrocarbon-air jets in transcritical regimes: A predictive, 
thermodynamically consistent set of conservation equations is required to model 
transition from delayed classic atomization (sharp interfaces) to diffuse mixing (smeared 
interfaces) simultaneously in the same flow field ! diffuse interface method (?)

•  Subgrid-scale modeling for interfaces: High-pressure interfaces are thicker but still 
thin in hydrodynamic scales ! thickened interface models (?)

•  Combustion of transcritical hydrocarbon-air jets: Unexplored problem that becomes 
additionally complicated by the occurrence of high-pressure low-temperature  
complex hydrocarbon chemistry and transport. 

V. Summary / Challenges 
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